Workshop Title
· Hardware Acceleration of Biologically Inspired Algorithms

Duration of Workshop

· One day

Technical Description of Workshop

In general terms, hardware acceleration is the use of specialized hardware to perform some function faster than it is possible in software running on a general-purpose microprocessor. Today, popular hardware accelerators include multi-core processors, Graphic Processing Units (GPUs), and Field-Programmable Gate Arrays (FPGAs). These accelerators promise tremendous performance for accelerating the run times of algorithms. For example, NVIDIA's Tesla architecture for GPU computing provides a fully programmable massively multi-threaded chip with up to 128 scalar processor cores and is capable of delivering hundreds of billions of operations per second. Biologically inspired algorithms are often computationally expensive, and, therefore, are excellent candidates for acceleration. However, many biologically inspired algorithms, implemented in their traditional form, lack the parallelism needed to take full advantage of these new architectures. Standard implementations are generally not sufficient to achieve high performance, and naïve assumptions of linear performance scaling with the number of cores are often wrong.

This workshop is intended to bring together researchers who are implementing biologically inspired algorithms on GPUs, FPGAs, and multi-core platforms, and who are addressing the challenges these processes present. This session will provide a great opportunity for researchers to discuss their approaches and exchange their expertise and solutions. Submitted papers should be based upon, but not restricted to, the following topics: 

· effective implementations of meta-heuristics, neural networks, and other relevant algorithms on GPUs, FPGAs, and multi-core processors

· algorithm kernels for hardware implementations

· heterogeneous parallel computing platforms for biologically inspired algorithms
· cluster and grid deployment of biologically inspired algorithms

· strategies for minimizing communication cost between software and hardware

· strategies for exploiting on-board and on-chip memory

· strategies for mapping algorithms to appropriate hardware platforms

· experimental design methodologies for parallel implementations

· comparison of implementations on multiple hardware platforms
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Tentative Dates of Submission and Acceptance

· Deadline for Paper Submission : June 19, 2009
Notification for Acceptance : August 14, 2009 
Deadline for Camera Ready Manuscript : September 14, 2009
