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Abstract: Digital Marketing sets a sequence of strategies re-
sponsible for maximizing the interaction between companies
and their target audience. One of them, known as Customer
Success, establishes long-term techniques capable of projecting
the sustainable value of a given customer to a company, moni-
toring the indexers that translate its activities. Therefore, this
paper intends to address the need to develop an innovative tool
that allows the creation of a temporal knowledge base com-
posed of the behavioral evolution of customers. The CRISP-DM
model benefits the processing and modeling of data capable of
generating knowledge through the application and combination
of the results obtained by machine learning algorithms special-
ized in time series. Time Series K-Means allows the clustering
and differentiation of consumers characterized by their similar
habits. Through the formulation of profiles, it is possible to ap-
ply forecasting methods that predict the following trends. The
proposed solution provides the understanding of time series that
profile the flow of customer activity and the use of the evidenced
dynamics for the future prediction of these behaviors.
Keywords: Digital Marketing, CRM, Time Series, Machine Learn-
ing

I. Introduction

Digital Marketing focuses its efforts on arranging mecha-
nisms aimed at business success [11, 27]. Its adoption in-
creases proximity to various customers, achieving in-depth
knowledge about their daily choices among different types
of products and services they are depending on [21, 32]. A
company that contextualizes all of its elements that it is a pri-

ority to constantly seek new sources of information about its
customers enhances its action and prestige, specially in B2B
and B2C markets. In order to build an embedded structural
base with insights into deep and unlabeled customer activity
patterns, companies like E-goi that customize multichannel
solutions for every business routine, fully leverage the stored
data to solidify their competitive position [21, 2, 4, 27]. This
process can be granted with a dynamic application of in-
novative technologies within the field of Machine Learning
[8, 9, 10, 29, 28].
This case study considers several attributes specialized in
measuring the presence or absence of customer activity in
the functionalities provided by the company’s application.
Developing the solution plan with manipulation of the phases
that make up models such as or based on CRISP-DM [23, 16]
allows for the generation of intermediate steps customized to
meet specific objectives [12, 14]. The beginning of the pro-
cess reconciles the primordial validation of typology and data
integrity, speeding up the search for discrepancies caused by
streaming data capture. For the treatment of the anomalies
found, data manipulation techniques [12, 14] are applied,
where an analysis is performed to the methods applicable to
the lack of information, with replacement or prediction by re-
gression, or the existence of irregular information, by detect-
ing outliers. The stability and consistency in the extracted set
of observations expedite the time series framework without
compromising temporal dependence [19, 24]. However, the
size and quantity of time series per client generate a problem
concerning the complexity of the entire solution, requiring a
deeper exploratory update.
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The subsequent requirements pursue some arrangements
which are required for the creation of just one set of tem-
porally equivalent observations for each client [25]. Thus,
the generation of representative groups of similar behavioral
patterns is achieved by the aggregation of the [34, 35, 5]
information. Considering the aspects that characterize the
performance of an algorithm such as Time Series K-Means,
it is admitted in accordance with parameters that maximize
the performance and the reliability of the segments obtained.
These, in particular, respect the specificity in the definition
of a metric capable of analyzing the similarity between two
samples [3]. These parameters are selected using different
supporting methods that allow the decisions made and, con-
sequently, the results generated to be substantiated. The im-
portance of controlling all the steps makes it possible to use
the centroids of each admitted group as a solidified time se-
ries to be predicted using tools such as Facebook Prophet.
The organization of this paper is as follows: section II marks
some background knowledge about related work developed,
section III describes the problem domain through artifacts,
and in section IV the data characteristics are enumerated. In
section V, the methodology is explained and in section VI
the results are presented, followed by a discussion. Finally,
in section VII, the conclusions.

II. Related Work

It is with great prospection that a particular organization
seeks to maximize the compatibility between the services
they provide and the trends most requested by customers of
the target audience they explore. Nowadays, following the
consumer and the traces of his presence in the market rep-
resents one of the most relevant and conditioning responsi-
bilities for true commercial success. It is, therefore, required
that the formulation of promotional actions responds posi-
tively to the needs of the various customers. This process,
composed of an analysis of several registers that represent
the level of interaction, raises its complexity in the monitor-
ing of all factors with significant influence on the relationship
with the consumer in the long term. Considering not only its
preservation but also its understanding and provisioning, the
application of machine learning in digital marketing has re-
vealed a long path enriched by the contributions exercised in
different and challenging application areas [6].
Tekin et al. [33] detail several possible approaches to ap-
plying data mining that, through the documented concepts,
provides the necessary steps for studying and evaluating the
impact of cybernauts’ digital marketing. His work effects as
a standard benefit the volume of data produced by each user
and its great proportions are evidenced in the efficiencies ob-
tained by the results of the scientific contributions with which
he exemplifies his arguments. The supervision of entities and
the continuous tracking of their values, such as demand and
supply between consumer and company, ensure the extrac-
tion of performance metrics and customer value for segmen-
tation of priorities and updates of the implemented strategy.
The areas of use of this knowledge enrich health and eco-
nomics in addition to science.
Nethravathi et al. [26] present findings on how consumer be-
haviors are energized by knowledge of unique characteristics
such as their hobbies. Focused on enriching the business with

the application of business intelligence, they use the informa-
tion regarding the pattern of purchases made and correlate it
with the different hobbies surveyed. Through the develop-
ment of a genetic algorithm, they give rise to populations as
the new knowledge base to be analyzed to predict the behav-
iors of new customers. The promising results substantiate
the importance of detail in studying the behavioral patterns
of the target audience’s activities.
Shah et al. [31] analyze how the challenges present in stock
market prognosis and classification present and how to study
and predict techniques encourage the use of various analyti-
cal methods where statistical and machine learning models
gain popularity. Added to these, the authors raise in de-
tail the studies where these techniques are positively sup-
porting a viable alternative for application to the stock mar-
ket. Still, the conclusions assume great uncertainty about
the forecast’s true behavior, considering the instability of the
values is strongly related to today’s political, economic, and
social events.
Table 1 summarizes the study of some of the existing work
related to the nature of the problem on which this paper is
based. In this way, a set of characteristics is identified and an-
alyzed that highlight the structural similarities in each case,
accelerating the perception of the different alternatives and
consequent reliability in the results obtained in the conclu-
sions. The comparative is conducted having as foundations
the strategic models on which they are based, the chosen ap-
proach and the relevant attributes of the available data, and
the auxiliary decision methods that allow the analysis and
validation of the machine learning models applied.
Maryani et al. [22] scientific contribution presents a so-
lution for determining customer performance that benefits
business improvement. With the adjustment and updating
of time-based data to the problem, some still in physical for-
mat, a dataset was built with transactional records of cus-
tomers simplified by the variables advocated by the RFM
model. The adjustment of this information is justified by
the search to segment, classify, and profile the different con-
sumers in groups categorized by their interactions, forming
guidelines for the entire corporation on maintaining the rela-
tionship with the customer. The segmentation is developed
using the K-Means method and tested by the Davies Boul-
dien index to validate the performance of previously obtained
results. The acquired data, composed of the groups to which
they belong, are submitted to a tree model as a classification
of the characteristics of each differentiated customer in each
cluster. Consumer profiling occurs according to the determi-
nation of the patterns of each consumer: these are analyzed
by the results previously obtained and labeled according to
the Grid Hill theory.
Taking the case of the retail industry, Dogan et al. [13]
define a study focused on the application of segmentation
methods to deepen their understanding of the existing cat-
egorization process. The addition of the RFM model vari-
ables to the dataset considered and the application of seg-
mentation methods such as Two-step and K-Means provide
promising alternatives for updating marketing strategies with
the target audience. While the former highlights discrepan-
cies in customer classification according to the loyalty pro-
gram previously adopted, the latter presents a new perspec-
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Table 1: Customer Analysis’ Related Work
Ref. Strategy Models Approach Attributes Auxiliary Decision Methods ML Models

[22] CRM CRISP-DM RFM Davies Bouldin, Grid Hill Theory K-Means, Decision Tree
[13] Non Defined CRISP-DM for

Time Series
RFM Elbow K-Means

[17] Non Defined Customized RFM Elbow, Silhouette, Calinski-Harabasz,
Davies Bouldin, Ratkowsky, Hubert,
Ball-Hall, Krzanowski-Lai, R ratio

K-Means

[1] Non Defined Aggregated
and Specialized
Time Series

RFM Silhouette, RSME, SMAPE Time Series Clustering, ARIMA

[18] CRM CRISP-DM RFM, ALC Elbow K-Means, Naive Bayes, Decision Tree
[36] CRM CRISP-DM LRFMM Non Defined K-Means, DBSCAN, Hierarchical, IK-

Means-+
[20] Non Defined CRISP-DM Non Defined Non Defined K-Means, Decision Tree, Logistic Re-

gression, Neural Networks

tive of the categorical organization where it emphasizes pro-
motional actions and other strategic adjustments. Thus, Ma-
chine learning models enhance the need to keep this analyti-
cal process of their behaviors up to date.
Equally, Gustriansyah et al. [17] also thoroughly explore the
effectiveness and performance of the method of differentiat-
ing patients from a given pharmacy by applying a series of
validation indices to the process. The initial dataset, con-
sisting of sales made over 12 months, was processed into
variables with custom value ranges supported by the RFM
model: recency represents the total number of days, fre-
quency translates to the number of times that product was
sold, and monetary the total amount spent on a single prod-
uct by a customer. The versatility of this technique allowed
the construction of a more intuitive dataset to segment cus-
tomers and create optimizations to the establishment consis-
tent with the annual dynamics. The use of the most suitable
group number evaluation metrics, described in Table 1, al-
lows for complementary success in finding similarities and
differences between individuals. The conclusions obtained
consider the stock management measures as one of the main
results obtained for the service to the public according to the
observed needs.
Focused on the identification of possible approaches for the
interpretation of time series, Abbasimehr et al. [1] investi-
gate new proposals where it is considered conditioning not
only the variables used in the time series but also the context
where the situation is inserted. To this end, several transac-
tion observations from different areas are applied to a col-
lection of machine learning models as reinforcement that the
results obtained are different depending on the final objec-
tive. The dataset, composed of several variables, is classified
using Laplace’s method to select the most relevant character-
istics to obtain results regarding consumer dynamics. This
way, the methodology ensures the application of dedicated
machine learning models in the segmentation and prediction
of the time series representing the customers with the pur-
pose of concluding improved performances caused by the
precautions throughout the process.
Hartini et al. [18], from the practical case of the vast network
of cosmetics businesses located in Indonesia, report the de-
velopment of a consumer analytics solution to provide rec-
ommendations for the company. These, in turn, are derived
from the results obtained through differentiating methods for

profiling different individuals. However, and in similarity to
other related works, despite referring to the adoption of the
RFM model, it was carried out the conjugation with vari-
ables formatted according to the ACL (age, location, cell
phone operator), believed to be a more complete analysis of
the characteristics of the sample population. The data min-
ing techniques used allowed the selection of the most com-
plete sample portion for the recognition of the best number of
groups to be defined with the elbow method. The results ob-
tained are presented according to the combination of an un-
supervised learning model with another supervised learning
model, focusing on the intention of obtaining classification
of the customers in each group according to the divergence
of the ACL variables.
With the purpose of providing enrichment to the tradition-
ally performed segmentation results, Zare et al. [36] pro-
pose a customized approach to the customer analytical pro-
cess through behavioral variables related to activity and sat-
isfaction with the service. This empowers the models with
features that condition the results positively as well as nega-
tively, which in the authors’ view deserves special attention
for the interpretation of segments where this information is
not considered at all. Accordingly, they structure the research
methodology in two phases: the preparation and transforma-
tion of data, where ideal parameters are generated and scaled
to characterize a customer, and the classification of the total
set of consumers in agreement with the most similar group
they belong to and the evaluation of the observations evi-
denced by the models. Performance comparison is given by
multiple testing with more than one machine learning model,
enhanced by the previously stated guidelines for the final cal-
culation of each individual’s life cycle value. The results
show strong benefits in using a more contextualized model
in the particular situation, illustrating the simplicity in which
the implemented changes show promising conclusions.
Meanwhile, Jamjoom [20] refers to the benefits of using
knowledge extraction techniques to predict churn situations
for customers who identify themselves as other compa-
nies. The compilation of information from insurance com-
pany databases demonstrates in which formats the predictive
model design should be based for the application of meth-
ods and models that allow profiling, classification, and pre-
diction of future consumer behavior. Using CRISP-DM, an
initial study was conducted with decision trees for the classi-
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fication and subsequent selection of the most relevant vari-
ables. Therefore, the comparison between the results ob-
tained enunciates the distribution of the training set as one of
the crucial factors, without affecting the effectiveness of the
information obtained and implicit in the new changes made
by the marketing department.
The related works previously compared and described are
some of the subjects with relevance for the structuring of one
or several action plans for further learning of the environ-
ment favorable to the prosperity of a business. Simultane-
ously, their components solidify the formula of the business
continuity study based on the definitions and the most ad-
vantageous steps in adapting the reality. The similarity of
the process motivated E Ernawati et al. [15] in building a
model capable of analyzing and detecting the data patterns
and key elements in the instruction about customers. Con-
sidering their characteristics, customs, and behaviors trans-
lated by the simplicity of the RFM model, the composition of
the model intends to generalize all the possibilities of obtain-
ing knowledge. In addition to exposing the styles and how
they are found in a real context, there is the particularity of
enumerating the number of projects found in the area, high-
lighting forecasting as the fewest. This fact allows greater
potential for the development of new discoveries in the ma-
nipulation of these tools for the sake of mastering the near
future.

III. Problem Domain

E-goi is a Portuguese company that provides automated mul-
tichannel marketing services through its digital platform.
Positively impacting the success of entities inserted in B2B
and B2C markets, it is responsible for maintaining and ag-
gregating data that enables the continuity of strategic rela-
tionships with its customers.
Daily it registers a significantly high amount of information
regarding its customers and the activity performed with the
use of the platform’s functionalities. The knowledge ob-
tained allows the generation of the demographic, behavioral,
and social history of each of the consumers who choose the
platform as a complementary and customized tool to their
own reality. This, in turn, presents a wide choice of lines of
action functionally accessible to the user, enabling success-
ful paths and resolutions in Fig. 1. Consequently, it becomes
indispensable to analyze the information stored about cus-
tomers’ temporal choices and the dynamic flow of the plat-
form. In order to highlight similarities and patterns between
the performances of each, so far unknown, it is expected the
steps towards the formulation of a model capable of differen-
tiating and evaluating the factors conditioning the success of
the users of the sample.
Given the considerable volume of elements that populate the
company’s databases, visual and manual diagnosis entails
obstacles that easily mislead the employee responsible for
customer service, with repercussions later on in the bond.
The need to obtain an intelligent machine capable of man-
aging and visualizing all traces of customers’ temporal per-
formance in a grouped manner highlights the reasons that
triggered the proposed problem. Fig. 2 intends to present a
domain model composed of the relevant entities to the situa-
tion and the connections established between them.

Table 2: Dataset characterization
Variable(s) Type(s) Description
Client Identi-
fier

Numerical Client Identification Number

Representative Numerical,
Categorical

Specific perspective inside the com-
pany

Contractual Numerical,
Categorical

Full available resources for the client

RFM Numerical Based on RFM model
Activities Numerical Presence or absence on resources us-

age

E-goi, which provides services to a Customer, is directly re-
sponsible for aggregating information about this agreement,
generating a record of the Activity. The effect of the accu-
mulation of activity records requires E-goi, through its Em-
ployees, to request a recurrent Analysis to understand the re-
lationship formed.

IV. Dataset Analysis

Planning the solution requires prior structured knowledge of
the dataset provided. For this particular case, there are more
than 98 million lines between 2019 and 2022 that make up
the company’s database filled with numeric and categorical
values. Differing only in content and size, they support con-
tinuing the practice of good customs in customer relations by
allowing customers to be summarized by their activities. As
much as possible, the building of the knowledge bases should
agree with the streamlined marketing strategy as in the repro-
duction of procedures that reflect on customer interactions as
positive or negative.
Table 2 provides a brief description of the categories in which
the data are classified, explaining the type of information that
can be consulted. Its configuration is mostly numeric, with
only a few categorical elements, which allows the proper ma-
nipulation and processing of the variables without having to
perform too many transformations on the data for testing. In
addition to the identification items, it is possible to evidence
the timestamp of the updates, the location of the client, and
the activity performed in the use of the platform’s resources.
These properties are of great importance in assigning rep-
resentative and contractual categories that are as similar as
possible to the actual usage of the client in question. Com-
plying with this conduct, the company’s previous adoption of
the RFM model provides a summary of these properties.
By means of a bar chart, Fig. 3 shows the distribution of
customers by the different CRM categories. It adapts the
understanding of one of the categorical variables where it
presents the number of occurrences of each CRM state for
each customer. These are obtained according to the number
of significantly relevant actions for the company, intensifying
the distinct advantage with the increase of hours dedicated to
the success of each asset. This type of data usually requires
modeling to initialize its transformation without losing infor-
mation of great interest.
Considering Fig. 4, a set of variables is presented that daily
update their value mirroring the presence or absence of con-
sumers in different communication channels. The construc-
tion of the diagram refers to the singular study of each item,
isolating the distribution range of the values it acquires and
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Fig. 1: Customer Journey

Fig. 2: Domain Model Diagram

resorting to statistics such as median and quartiles for the de-
sign of each boxplot. Thus, all values that are outside the
outlined boxes are considered outliers, requiring mostly flex-
ible and assertive modeling.
Fig. 5 states the distribution of numerical values obtained in
a given variable responsible for capturing the use of a plat-
form feature by the platform’s direct stakeholders. However,
the logic associated with this property is inverted, translat-
ing the number of days that have passed since the last use.
That is, the time series is monitored by assigning the value
0 whenever the presence of the user when using the specific
functionality is verified.
This characterization built a deeper understanding of the dy-
namics of the observations and represents one of the main
steps to initialize the processing and modeling of the infor-
mation. To recognize which can be transformed into time se-
ries, the alternative of working with more than 40 variables
is discarded and tests are formulated to select the most im-
portant ones with feature engineering techniques [7].

Table 3: Milestones of CRISP-DM
Step Description
Business Under-
standing

Acquisition of detailed knowledge about the
business reality and the available resources

Data Understand-
ing

Acquisition of detailed knowledge of the data’s
foundations, structure, and meaning

Data Preparation Selection of the information based on the inclu-
sion or exclusion criteria

Modeling Element modeling for the application of tech-
niques to model formulation

Evaluation Validation between the results obtained and the
objectives set for the formulation of conclusions

Deployment Implementation of the assessed conclusions

V. Methodology

The proposed methodology for evaluating a client’s success
through data is built using the guidelines of the CRISP-DM
model. Referred to as one of the most complete approaches,
it is composed of steps independent of the reality of the prob-
lem and benefits from the comprehensive study of the obser-
vations obtained during the process. Its systematic applica-
tion by the scientific community is supported by the success
obtained by those who adopt it and by the flexibility inherent
to its practice [30].
For a better understanding of what is expected, Table 3 de-
scribes the general ideas regarding each phase Next, it will
be explained what was developed in each of the stages of the
model for the solution substantiated by this document, sup-
ported by artifacts that represent the procedural actions.

A. Business Understanding

The first stage was carried out gradually with the initial inte-
gration with the platform and the monitoring of all the pos-
sibilities through the content made available and carried out
by the company itself. The perception of the set of data ac-
quired and stored allowed the meeting of the main goals to
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Fig. 3: Plot of the different CRM status

Fig. 4: Boxplot of time features
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Fig. 5: Histogram of an activity variable

Fig. 6: Process Diagram of CRISP-DM phase Data Under-
standing

be achieved for the innovation of the business. The issues
raised reveal a high priority in obtaining a means of in-depth
analysis in the various time series of the client’s activity.

B. Data Understanding

The understanding of the data is started by accessing infor-
mation structures in the company’s databases to extract sam-
ple portions for the first analysis. This step allows us to
conclude the magnitude of the records entered daily and to
choose the most appropriate type of storage files so that the
time interval corresponding to one month would be correctly
stored. In Apache Parquet format, the mapping of the values
in each column is faithful to any dimension, speeding up the
practice of analysis and modeling depending on the format of
the information for a comprehensive knowledge base of in-
herited facts. Fig. 6 exposes the processes required for data
extraction.
Fig. 7 was built in order to highlight the customization per-
formed as intermediate processes integrated with the founda-
tional steps of the CRISP-DM model, respectively presented
in the image legend. In each category, a presentation of arti-
facts will be made where the tasks developed will be individ-
ually specified.

C. Data Preparation

The data preparation stage, as the CRISP-DM model indi-
cates, allows for combination with the next stage for the pur-
pose of thoroughly analyzing the properties of the variables
under study. Due to that, several analyses are performed for
completeness and the presence of anomalies with a view to
grounding the data to apply to the chosen models. It is es-
sential to optimize the gathered information to increase con-
fidence in results and predict several failure points where data
can be the main issue.
The exploratory analysis of the data is depicted in diagram
8 and shows the implicit dependence of deductive reasoning
between previously obtained answers on the format and char-
acter of the data. It also makes perceptible the rules created
for the formulation of a concise and feasible dataset.

D. Modeling

The modeling phase, combined with data preparation, leads
to obtaining a broader knowledge base through the abstrac-
tion and flexibility of the process initiated. It is possible to
achieve reliable results based on the details that make up the
problem since they are all conditioning factors in the choice
and performance of the algorithms.
In Fig. 9, it is documented how the formulation of the en-
hanced time series for each customer is done considering a
large number of time series intended for each feature made
available. The information transformation process compacts
the user presence into percentage metrics equally spaced ev-
ery 15 days for the development of a time series capable
of representing a greater total range of behaviors performed
as a consumer of the services made available. The normal-
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Fig. 7: Proposed methodology

Fig. 8: Process Diagram of CRISP-DM phase Data Prepa-
ration

Fig. 9: Process Diagram of CRISP-DM phase Modeling

Fig. 10: Process Diagram of CRISP-DM phase Evaluation

ization of the data, recommended in this type of problem,
used standardized distribution techniques for the application
of the Elbow method as one of the indexes supporting the
decision of the number of segments to define. The centers
marked in each group are obtained by applying an unsuper-
vised learning model to obtain unknown details of the sample
and, later, applied to a predictive method to generate time in-
tervals promising future activities of the different sets.

E. Evaluation

The evaluation of the solution is the step responsible for the
full validation of each developed portion that satisfies the re-
quirements to evaluate the customers and define their current
state of success and the range of values that define the pos-
sible future variations of a set of customers whose behav-
ioral patterns are similar within at least 6 months. Thus, the
recognition of the segments obtained and the validation of
their similarities through the application of methods and the
contextualization of graphical evidence represent some of the
assessments recommended for the solution developed.

F. Deployment

The implementation aims to link all the previously identi-
fied phases so that the progress of learning and obtaining
information is in line with the methodology. The presenta-
tion of these details is directly conducted to the employees
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Fig. 11: Pair of boxplots of the winsorization effect on data
outliers

that monitor the assets every day and are available to answer
questions or difficulties that may arise, and to those in higher
hierarchies, responsible for the provisioning of the services
developed by the company.

VI. Results and Discussion

The investigation of data that define different interaction
flows needs to be done under special conditions. The first one
refers to the fact that the data capture is done only once ev-
ery day, promoting the increase of anomalous situations that
compromise the entire solution. The winsorization, shown
in Fig. 11, is an example of the data manipulation technique
where it highlights the effect of a percentage cut equal to
1. The identification of the portion of data to be discarded
follows according to the study of statistical operations per-
formed that focus on the treatment of these discrepancies. Its
development has an impact on the following operations be-
cause some of the values remain valuable.
Taking into account the integrity of the temporal component,
there is a need to restore the missing data. To this end, two
regression models compatible with the prediction of multi-
ple variables without discarding the relationship established
between the evolution of each one were developed. The mo-
tivation for using Machine Learning models is later com-
pared with the evaluation of their performance, by calculat-
ing the mean square error and its standard deviation. The co-
efficients do not coincide with optimal values, limiting their
proper application and forcing the use of other techniques.
As a method of validating the best number of clusters, param-
eterized as a prerequisite for performing the segmentation,
the Elbow method was used. The illustration of the obtained
result is visible in Fig. 12, where the function defined by the
line is constructed by summing the distances from a given
point to the correspondents of the same cluster and, conse-
quently, to the center of this segment. In other words, the
greater the result of the sum, the worse the differentiation
performance of the elements of the sample. Therefore, as its
name indicates, it identifies the best value by defining a break
in the line of its graph even before it stabilizes. The solution
relied on the development of tests to the different values that
K could acquire, and K = 4 was the number with the highest
success.
The choice of four segments followed as the most conve-
nient, represented by the effect of the Time Series K-Means
algorithm in formulating the different benchmarks in Fig. 13
and the time series that justify the centers of each group. To

Fig. 12: Results of Elbow Method with WCSS

Fig. 13: Results of Time Series K-Means with Dynamic
Time Warping

substantiate this division, the distance metric was previously
formulated, seeking to be validated by the results of the Sil-
houette coefficient that conveys the stability of each recom-
mended group. The one with the greatest use in the results
obtained was the DTW, a measure algorithm capable of cal-
culating the shortest distance between two sets of registers
while respecting the temporal dynamic of the observations.
Time series components that demonstrate the tendency, sea-
sonality, and cycle standards are key factors for the following
process of predicting behaviors followed by previous ones.
One way of granting this type of prediction without getting to
focus on decomposing and analyzing one by one, Facebook
Prophet provides an innovative tool with reliable results in
time series where seeking future values would be inconclu-
sive or without essential elements to verify its trustworthi-
ness. Figures 14, 15, 16 and 17 instantiate graphical elements
capable of understanding the predisposition of the future en-
gagement the first cluster clients may acquire. The black
points represent the observations that make up the average
time series for the specific segment, defining the slope of the
equation of the temporal function described. United with the
translucent blue section, it concludes a positive range of fu-
ture activity pattern values, predicting success for this group
of clients.
Regarding the segments predicted in Fig. 14 and Fig. 15,
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Fig. 14: Results of Prophet prediction for the first cluster

Fig. 15: Results of Prophet prediction for the second cluster

Fig. 16: Results of Prophet prediction for the third cluster

Fig. 17: Results of Prophet prediction for the fourth cluster

although with differences in the variation intervals, these are
customer clusters that show positive behavioral patterns. The
function drawn to help forecast the next 30 days presents a
positive inclination, identifying both clusters as being repre-
sentative of customers loyal to the use of the platform and
customers whose interest in the functionalities made avail-
able created a gradually positive dynamic, respectively.
The graph in Fig. 16 shows disparities between the results
observed so far, revealing a negative slope in the predictive
function built by the time series points at the center of this
segment. It is possible to draw conclusions about the lack
of activity by this set of customers, giving rise to arguments
that support the progressive abandonment of these subjects.
This sort of visual content cooperates with the elaboration of
strategies to reverse these situations and to recover the suc-
cess of customers before they have even ceased to contract.
Finally, analyzing the results of the fourth segment in Fig.
17, we can consider that the slope of the function, although
not very accentuated, is classified as positive. This type of
temporal evaluation indicates the practice of constant behav-
iors, identifying consumers with reduced knowledge in the
exploitation of the platform’s utilities or that bases the ex-
clusive use of a significant amount of functionalities. The
formulation of marketing practices that operate in the evo-
lution of this pattern should be instated considering the im-
plementation of innovations that resemble customers to those
present in clusters 1 and 2 than in cluster 3.

VII. Conclusions

The development of this project contemplates an analytical
solution to the behavioral evolution of a customer to define
its success. Incorporating a set of guidelines, the construction
of innovative systems capable of serving the business world
with knowledge regarding customer needs is enhanced.
Its development represents to be a beneficial addition in the
strategy of defining and understanding the target audience.
The set of assumptions favored the decision of the various
steps that designed the implementation of different alterna-
tives for grouping and predicting the activities of the group
of clients under investigation. The dynamics of the variables
that represent the activity of the customers of E-goi enabled
the analysis of their evolution with the intention of demon-
strating and predicting success in all cases. Time Series
K-means, with better performance, display the distribution
of more than a hundred thousand customers and effectively
spectate their future behavior. The prediction of the profiled
time series makes it possible to ponder the next strategic ac-
tions, proposing the maintenance or provisioning of actions.
The results that were obtained amplify the optimizations of
this service, setting as future work the use of new technolo-
gies that promote flexibility and reliability in forecasting be-
haviors through success and failure observations, indepen-
dently. Similarly, the exploration of new methods of segment
validation to be defined, the application and testing of other
segmentation and prediction methods, and consequent per-
formance evaluation shape future work, leaving open several
alternative paths. This makes it viable to pursue the search
for new conditions to be added as determining factors to ob-
tain conclusions as closely related to the type of information
that is intended to be extracted and predicted.
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