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Abstract: Biogeography Based Optimization (BBO) is a swarm 

based optimization algorithm that has shown impressive 

performance over other Evolutionary Algorithms (EAs). 

Immigration Refusal Biogeography Based Optimization 

(IRBBO), Enhanced Biogeography Based Optimization (EBBO), 

Blended Migration are the most improved version of BBO and 

are known as migration variants of BBO. In this paper, a new 

concept of graded emigration for EBBO is proposed for furthur 

improved convergence performance. This graded emigration is 

also experimented on other BBO variants and found to be a 

competitive option. To validate the performance of Graded 

Emigration (GE-EBBO), experiments have been conducted on a 

testbed of unimodal, multimodal and deceptive benchmark test 

functions. Besides validation, GE-EBBO is also subjected to 

evolve solution to a real world problem of designing a Yagi-Uda 

antenna for maximal gain. Designing a Yagi-Uda antenna 

involves determination of wire-element lengths and their 

spacings in between them those bear highly complex and 

non-linear relationships with antenna gain, impedance, and Side 

Lobe Level (SLL), etc. at a particular frequency of operation. In 

this paper, a comparative study among BBO, EBBO, IRBBO, 

PSO (Particle Swarm Optimization) and GE-EBBO is 

conducted to analyze convergence performance while evolving 

the antenna designs for maximum gain, multiple times. The 

average of 10 monte-carlo simulations are plotted for fair 

quantitative comparative study of convergence performance of 

these stochastic algorithms.  

 
Keywords:  BBO and its variants, GE-EBBO, PSO, Benchmark 

Functions, Yagi-Uda Antenna,  Antenna Gain,  NEC2.  

I. Introduction 

Antenna is an electrical device which forms an interface 

between free-space radiations and transmitter or receiver. The 

choice of an antenna depends on various factors such as gain, 

impedance, bandwidth, frequency of operation, SLL, etc. A 

Yagi-Uda antenna is a widely used antenna design due to high 

forward gain capability, low cost and ease of construction. It 

is a parasitic linear array of parallel dipoles, one of which is 

energized directly by transmission-line while the others act as 

a parasitic radiators whose currents are induced by mutual 

coupling. The characteristics of  Yagi-Uda antenna are 

affected by all of the geometric parameters of array. 

A Yagi-Uda antenna was invented in 1926 by H. Yagi and S. 

Uda at Tohoku University [1] in Japan, however, published in 

English [2]. Since its invention, continuous efforts have been 

put in optimizing the antenna for gain, impedance, SLL and 

bandwidth using different optimization techniques based on 

manual, traditional mathematical approaches [3, 4, 5, 6, 7, 8, 

9] and Artificial Intelligence (AI) based techniques [10, 11, 

12, 13, 14, 15, 16].  

Yagi aerials approximate design was proposed for maximum 

gain in 1949, [17]. Ehrenspeck and Poehler have given a 

manual approach to maximize the gain of the antenna by 

varying various lengths and spacings of its elements [18]. 

Later on, with the availability of improved computational 

facilities at affordable prices made it possible to optimize 

antennas numerically. A numerical optimization technique 

was proposed to calculate the maximum gain of Yagi-Uda 

antenna arrays with equal and unequal spacings between 

adjoining elements. Optimum design of Yagi-Uda antenna 

where antenna gain function is proved to bear a highly 

nonlinear relationship with its geometric parameters. 

In 1975, John Holland introduced Genetic Algorithms (GAs) 

as a stochastic, swarm based AI technique, inspired from 

natural evolution of species, to optimize arbitrary systems for 

certain cost function. Then many researchers investigated 

GAs to evolve solutions to engineering problems including 

Yagi-Uda antenna for gain, impedance and bandwidth, 

separately [19, 10, 20] and collectively [11, 21, 22]. Baskar et 

al., have optimized Yagi-Uda antenna using Comprehensive 

Learning Particle Swarm Optimization (CLPSO) and 

presented better results than other optimization techniques 

[13]. Li has used Differential Evolution (DE) to optimize 

geometrical parameters of a Yagi-Uda antenna and illustrated 
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the capabilities of the proposed method with several 

Yagi-Uda antenna designs in [14]. Singh et al. have explored 

another useful stochastic global search and optimization 

technique named as Simulated Annealing (SA) for the optimal 

design of Yagi-Uda antenna [15]. 

In 2008, Dan Simon introduced yet another swarm based 

stochastic optimization technique based on science of 

biogeography where features sharing among various habitats 

(potential solutions) is accomplished with migration operator 

and exploration of new features is done with mutation 

operator 

[23]. Singh et al. have presented BBO as a better optimization 

technique for Yagi-Uda antenna designs [16]. In [10, 21, 13, 

24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34], BBO have shown 

comparatively better performance as compared to EAs. 

In 2009, Du et al. have proposed the immigration refusal in 

BBO, where immigration from poor habitat to better habitat 

tend to occur [35]. 

In 2010, Pattnaik et al. have proposed EBBO in which 

duplicate habitats created due to migration is modified with 

random mutation to increase the exploitation ability of BBO. 

Here, experiments have been conducted on unimodal and 

multimodal benchmark functions. EBBO gives excellent 

performance when compared with BBO and other versions of 

BBO [36]. 

Ma and Simon introduced new migration operator, i.e., 

Blended migration, to solve the constrained optimization 

problem and to make BBO convergence faster [37, 38]. 

Firstly, Blended Crossover operator of  GA outperform 

standard BBO on a set of benchmark optimization problems. 

Then, Blended BBO algorithm is compared with solutions 

based on a Stud Genetic Algorithm (SGA) and PSO. 

In this paper, a new variant for EBBO migration, i.e., 

GE-EBBO is proposed to improve the performance of EBBO 

and other BBO variants. The proposed algorithm of 

GE-EBBO is applied on a testbed of benchmark functions. 

The results of GE-EBBO when compared with Standard 

BBO, IRBBO, EBBO and Blended Migration, where 

GE-EBBO outperformed all of them. GE-EBBO is based 

upon grading of habitats for migration and EBBO itself 

prevents similar solutions and to increase the diversity in the 

population. Then the proposed algorithm GE-EBBO along 

with other BBO variant and PSO are subjected to evolve 

solution to real world problem of designing Yagi-Uda to study 

final results and convergence performance. A method of 

moments based freeware programme, NEC2 (Numerical 

Electromagnetics Code), is used to evaluate the antenna 

designs for gain, input impedance, bandwidth, beamwidth and 

SLL, etc.  

After this brief historical background, the paper is outlined as 

follows: In the Section II, various stochastic algorithms like 

Standard BBO, IRBBO, EBBO, Blended migration and PSO 

algorithms are discussed. It is followed by, in Section III our 

newly proposed algorithm, i.e., GE-EBBO. Section IV 

discusses about the benchmark function. In the Section V, 

Yagi-Uda antenna design problems are discussed. Section VI 

contains the comparison of performance among GE-EBBO, 

BBO and its variants and PSO while tested on benchmark 

functions and evolved solution to Yagi-Uda antenna design 

problem. Finally, conclusions, work in progress and research 

agenda have been discussed in Section VII. 

II. Stochastic Algorithms 

Most of AI based EAs are stochastic in nature that uses 

multiple solutions at a time to evolve better solutions 

iteratively by imitating one or another natural phenomenon. 

BBO and PSO are similar EAs those have been developed by 

imitation of biogeography study and flocking behaviour of 

birds and fish, etc. These algorithms are discussed in detail as 

follows: 

 

A. Biogeography Based Optimization 

As the name suggest, BBO is a population based global 

optimization technique developed on the basis of the science 

of biogeography, i.e., study of the distribution of animals and 

plants among different habitats over time and space. 

Originally, biogeography was studied by Alfred Wallace and 

Charles Darwin mainly as descriptive study [39, 40, 41]. 

However, in 1967, the work was carried out by MacAurthur 

and Wilson changed this view point and proposed a 

mathematical model for biogeography and made it feasible to 

predict the number of species in a habitat [42] under arbitrary 

conditions. Mathematical models of biogeography describe 

migration, speciation, and extinction of species in various 

islands. BBO has certain features common with other swarm 

based algorithms. Like GAs and PSO, BBO has a way of 

sharing information (exploitation) among solutions. GA 

solutions die at the end of each generation, while in PSO and 

BBO, solutions survive forever although their characteristics 

change as the optimization process progresses. PSO solutions 

are more likely to clump together in similar groups, while GA 

and BBO solutions do not necessarily have any built-in 

tendency to cluster. The term island is used for any habitat 

that is geographically isolated from other habitats. Habitats 

that are well suited residences for biological species are 

referred to have high Habitat Suitability Index (HSI) value. 

HSI is analogues to fitness in other EAs whose value depends 

upon many factors such as rainfall, diversity of vegetation, 

diversity of topographic features, land area, and temperature, 

etc. The factors/variables that characterize habitability are 

termed as Suitability Index Variables (SIVs). Immigration is 

the arrival of new species into a habitat or population, while 

emigration is the act of leaving one’s native region.The 

habitats with high HSI tend to have a large population of its 

resident species, that is responsible for more probability of 

emigration (emigration rate, µ) and less probability of 

immigration (immigration rate, λ) due to natural random 

behavior of species. On the other hand, habitats with low HSI 

tend to have low emigration rate, µ, due to sparse population, 

however, they will have high immigration rate, λ. Suitability 

of habitats with low HSI is likely to increase with influx of 

species from other habitats having high HSI. However, if HSI 

does not increase and remains low, species in that habitat go 

extinct that leads to additional immigration. For sake of 

simplicity, linear relationship between HSI (or population) 

and immigration (and emigration) rates are assumed, and 

maximum values of emigration and immigration rates are 

made equal, i.e., E = I, as depicted graphically in Figure 1. 

For k-th habitat values of emigration rate, µk, and immigration 

rate, λk, are given by (1) and (2). 
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Figure 1. Migration Curves 
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 The immigration of species from high HSI to low HSI 

habitats 

may raise the HSI of poor habitats. Good solutions are more 

resistant to change than poor solutions whereas poor solutions 

are more dynamic and accept a lot of features from good 

solutions. 

Each habitat, in a population of size NP, is represented by 

M-dimensional vector as H = [SIV1, SIV2, . . . . SIVM] where M 

is the number of SIVs (features) to be evolved for optimal 

HSI. HSI is the degree of acceptability that is determined by 

evaluating the cost/objective function, i.e., HSI = f(H). 

Algorithmic flow of BBO involves two mechanisms, i.e., 

migration and mutation, these are discussed in the following 

subsections. 

 

1) Migration 

Migration is a probabilistic operator that improves HSI of 

poor habitats by sharing features from good habitats. During 

migration, i-th habitat, Hi (where i = 1, 2, . . . , NP) use its 

immigration rate, λi  given by (2), to decide probabilistically 

whether to immigrate or not. In case immigration is selected, 

then the emigrating habitat, Hj , is found probabilistically 

based on emigration rate, µj given by (1). The process of 

migration takes place by copying values of SIVs from Hj to Hi 

at random chosen sites, i.e., Hi(SIV) ← Hj(SIV). The pseudo 

code of migration operator is depicted in Algorithm 1. 

 

2) Mutation 

Mutation is another probabilistic operator that modifies the 

values of some randomly selected SIVs of some habitats that 

are intended for exploration of search space for better 

solutions by increasing the biological diversity in the 

population. Here, higher mutation rates are investigated on 

habitats those are probabilistically participating less in 

migration process. The mutation rate, mRate, for k-th habitat 

is given as (3) 

 

                         kkk CmRate  ,min                   (3) 

 

      

 
 

where µk and λk are emigration and immigration rates, 

respectively, given by (1) and (2) corresponding to HSIk. Here 

C is a constant and kept equal to 1, in this paper, i.e., mutation 

rate is much higher as compared to other EAs to maintain high 

diversity in the population. The pseudo code of mutation 

operator is depicted in Algorithm 2. 

 

 
 

3) BBO Algorithm 

Algorithmic flow for BBO is depicted in Figure 2, and 

explained stepwise as follows: 

    1. In first step, identify SIVs and their universe of discourse  

         (UODs). 

2. In next step, create a habitat (string). 

3. Then generate a random population. 

4. Check for maximum iteration number arrived or not. If 

     yes, select the best habitat and stop the BBO algorithm. 

     If no, then evaluate fitness. 

5. Check for fitness if achieved then select the best habitat 

        and stop the BBO algorithm. If no, then apply migration. 

6. After Migration, apply mutation. 

7. If fitness is achieved then select the best habitat and stop 

    the BBO algorithm. If no, then repeat the processes as 

    shown in Figure 2. 

 

B. BBO Variants 

Simple migration may leads to same values of SIVs in all 

habitats. To increase the diversity in the population with the 

objective of improvement in evolutionary performance, in 

BBO, different variants are investigated here. These most 

popular variants are explained in the following subsections: 
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Figure 2. Flow Chart of BBO Algorithm 

 

 

1) Immigration Refusal 

In standard BBO, migration locations are decided on the basis 

of the emigration and immigration rates. If the habitat has a 

high emigration rate, then the probability of emigrating to 

other islands is high, whereas, the probability of immigration 

from other habitats is low. However, the low probability does 

not mean that immigration from low fit solution will never 

happen. Once in a while a high fit solution can tend to receive 

solution features from a low fitness solutions that may ruin the 

high HSI of the better habitat. So, when the SIVs from habitat 

which has low fitness try to emigrate to other habitats, the 

receiving habitats should carefully consider whether to accept 

these SIVs or not. If the emigration rate of the habitat is less 

than some threshold, and its fitness is also less than that of the 

immigrating habitat, then the immigrating island will refuse 

this migration. This idea of conditional migration is known as 

immigration refusal [35]. Immigration Refusal BBO variant is 

investigated, in this paper, for evolutionary performance here 

whose pseudo code is depicted in Algorithm 3. 

 

 

2) Enhanced BBO 

The exploitation ability of BBO is good as migration operator 

can efficiently share the SIVs between habitats. However, this 

creates similar habitats which decreases the diversity of the 

population. To increase diversity in the population so as to 

increase the exploration ability, clear duplicate operator is 

used. This variant is named as Enhanced BBO (EBBO) 

presented in [36], the same concept of standard migration and 

mutation is used. however, modified clear duplicate operator 

is incorporated to get better results and to make convergence 

faster. EBBO is investigated, in this paper, for convergence 

performance whose pseudo code is depicted in Algorithm 4. 

 

 
 

3) Blended Migration 

A new migration operator called blended migration [38], 

which is the modification of the standard BBO migration 

operator, and which is motivated from blended crossover 

operator of GAs. In blended crossover operator, new genes 

values are generated by combination of both parental gene 

values, instead of simple exchange of gene values. In blended 

migration, SIV of habitat Hi is not simply replaced by SIV of 

habitat Hj . However, a new SIV value in Blended Migration 

comprised of SIVs of both participating habitats, as given by 

4. Blended Migration is also investigated here whose pseudo 

code is depicted in Algorithm 5. 

 

            )(.)1()(.)( SIVHSIVHSIVH jii                       (4) 
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Here is a real number between 0 and 1. It could be random or 

deterministic. In Blended BBO, exploration of search space 

for better solution is in built, therefore, may require less 

mutation rates. 

 

C. Particle Swarm Optimization 

PSO also belongs to the category of swarm based EAs [43] 

useful in solving global optimization problems. It was 

originally proposed by James Kennedy, as improvement in 

flocking behavior of birds and was introduced later as an 

optimization method in [44,45]. PSO implementation is easy 

and computationally inexpensive, since its memory and CPU 

speed requirements are low [46]. Moreover, it does not 

require gradient information of the fitness function but only 

its values. PSO has been proved to be an efficient method for 

many global optimization problems and in some cases, it does 

not suffer from the difficulties experienced by other EAs. 

Particle swarm algorithm originated from flocking behavior 

of birds for getting maximum protection from predators [47]. 

A simulation program was developed to generate a bird flock 

for a hollywood film [48]. In this simulation, a point on the 

screen was defined as food, called the cornfield vector, the 

idea was to allow birds to find food through social learning by 

observing the behavior of nearby birds, who seemed nearer to 

the food source. The optimization potential was realized in the 

initial experiments and the algorithm was modified to 

incorporate topological rather than Euclidean neighborhoods 

and multi-dimensional search was attempted successfully. 

PSO usually initializes the population by assigning each 

particle an arbitrary random starting position in the solution 

space with a randomized velocity. GAs use selection, 

crossover and mutation to replace less fit individuals by 

combining the traits of high performing 

chromosomes/solutions. However, in PSO, members of the 

particle swarm persist over time, retaining their identities and 

improving through imitation and interactions of best 

performing particles/solutions in the swarm. 

 

1) Flocks 

There is something about the way they move, synchronize, 

fly-without colliding, and resulting in amazing choreography. 

In 1987, a very influential simulation of bird-flock was 

published by Craig Reynolds [48]. Reynolds assumed that 

flocking birds were driven by three concerns: 

1. Avoid colliding with their neighbors. 

2. Match with velocities of their neighbors. 

3. Try to move towards the center of the flock. 

These simple rules resulted in a very realistic flocking 

behavior that showed coherent clusters of boids (name of 

simulated birds) whirling through space, splitting to flock 

around obstacles and rejoining again. His simple 

non-centralized algorithm was used in many animated 

cinematic sequences of flocks and herds. 

 

2) Schools and Social Behaviour 

In their book [43], perfectly described the rationale behind the 

idea that originated PSO was perfectly described as 

“Whenever people interact, they become more similar, as they 

influence and imitate one another. Norms and cultures are the 

result. Human physical behavior is not flock-like or 

school-like; the trajectories of human thoughts through 

high-dimensional cognitive space just might be’’. The particle 

swarm algorithm is really a simulation of the way minds think 

and of human social behavior. 

Regarding concordance they state, “The social phenomenon 

behind thinking is more complex than the choreographed 

behaviors of fish and birds. First, thinking takes place in belief 

space, whose dimensionality is far greater than three. Second, 

when two minds converge on the same point in cognitive 

space, we call it agreement, not collision’’. Each time it 

agrees, when travels to the same position in belief space 

(atleast in some of the coordinates). When it disagrees, the 

distance in belief space increases. Imitative behavior is 

characterized by a velocity vector whose direction aims at 

another person’s place in belief space. 

 

3) Global-Best PSO Model 

The PSO algorithm is one of stochastic swarm intelligence 

based global search algorithms. The motivation behind the 

PSO algorithm is the social behavior of birds and fish [49]. In 

PSO, the particles have (1) adaptable velocities that 

determines their movement in the search space, (2) memory 

which enable them for remembering the best position in the 

search space ever visited. The position corresponding to the 

previous best fitness is known as past best, pbest and the 

overall best out of all NP the particles in the population is 

called global best, gbest. Consider that the search space is 

M-dimensional and i-th particle in the swarm can be 

represented by Xi = [xi1, xi2, ….xid…, xiM] and its velocity can 

be represented by another M-dimensional vector Vi = [vi1, vi2, 

….vid.., viM]. Let the best previously visited position of i-th 

particle be denoted by Pi = [pi1, pi2, ….pid.., piM], whereas, g-th 

particle, i.e., Pg = [pg1, pg2, ….pgd.., pgM], is globally best 

particle. Figure 3 depicts the vector movement of particle 

element from location n
id

x  to 1n
id

x  in (n + 1)-th iteration that 

is being governed by past best, n
id

p , global best, n
gd

p , 

locations and current velocity n
id

v  . Figure 4 depicts the 

flowchart of
 
 PSO Algorithm and discussed as follows: 

 

1. Initialize the population of particles at random positions 

     and velocities. Assign present location and fitness as pid 

     and pbest to every particle as starting position and 

     fitness,  respectively. 
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2. For each particle, evaluate its fitness at the present 

    position, xi. 

3. Compare the particle’s fitness with pbest. If the current 

        fitness value is better, copy it to pbest and set pid equal 

    to the current position, xid. 

4. Identify the most successful particle in the swarm and 

    store it as pgd. 

5. Update the velocity and position of the particle using  

    equations 5 and 6 [44]: 

 

   
))()(( 2211

1 m
id

m
gd

m
id

m
id

m
id

m
id

xprxprwvv  
       (5)  
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id

m
id

m
id
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Figure 3. Movement of i-th particle in 2-dimensional search 

space 
 

Here, w is inertia weight, ѱ1  is cognitive parameter, ѱ2 is 

social parameter and constriction factor  χ  are strategy pa- 

rameters of PSO algorithm, while r1, r2 are random numbers 

uniformly distributed in the range [0,1]. Generally the inertia 

weight, w, is not kept fixed and is varied as the algorithm 

progresses. The particle movements is restricted with 

maximum velocity, ±Vmax, to avoid jump over the optimal 

location in the search space. 

 

 

4) PSO Characterization 

There are several parameters that need to be defined in order 

to successfully utilize PSO to solve a given problem [50] 

Solution Encoding: It is a M-dimensional vector 

representation of collection problem feature to be evolved for 

desired fitness function. This usually involves a  minimum 

and a maximum value allowed in each dimension, thus 

defining a hyperspace. 

Fitness Function: This function is degree of 

suitability/accepatibility also problem dependent and 

represents a measurement of a given solution. The function 

should somehow create a total ranking in the solution. 

Population Size: This parameter infuences the behavior of 

the algorithm. A very small population does not create enough 

interaction for the emergent behavior pertaining to PSO to 

occur. However, large population size may lead to more 

computational burden and consequently, take more 

evolutionary time. So the population size is to be decided as 

per the problem size and complexity. 

 

 
Figure 4. Flow Chart of PSO Algorithm 

 

Acceleration Coefficients: The acceleration coefficients ѱ 1 

and  ѱ 2 are usually set to the same value. Infact, people 

usually talk about   which sets the other two values  ѱ 1=  ѱ 2 =  

ѱ /2. If   is too small, the maximum step size becomes quite 

small and so the algorithm will explore very slowly and 

degrade its performance. There is a consensus among the 

researchers that step size is generally optimal if  ѱ = 4.1, 

however, not for every problem and every time. 

Constriction or Inertia coefficient: It is not necessary to 

guess its value as given by equation 7.  If the value of ѱ is set 

to 4.1, then 𝜒 ≈ 0.729. 

                               





42

2

2 


k

                       (7) 

                     

                          4,,1,0 21  kwhere  

 

Maximum Velocity: With the advent of the constriction 

coefficient, most researchers do not bother using this 

parameter. However, to avoid jump overs maximum velocity 

is fixed to some value less than unity. 

Neighborhood Topology: If every particle is made to interact 

with every other in the swarm, then it becomes prone to fall 

into local optima. However, this may be avoided if swarm is 

divided into subgroups and every particle is made to interact 

with all members of its subgroup. 

III. Graded Emigration 

In standard migration and its other variants do decide 

emigrating and immigrating habitats and their SIVs 

probabilistically. Graded Emigration (GE) is a new migration 

variant introduced in this paper, where number of SIVs of 

each emigrating habitat and their SIV number are predecided 

where to migrate in accordance to with their fitness ranking. 

In GE the poorest habitat is completely replaced and the best 

habitat is preserved as it is, whereas the mediocre habitats are 
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partially modified by sharing fixed number of SIVs from 

better habitats. The number of migrating SIVs are fixed, 

however their location is decided randomly. 

Example III.1 (Graded Emigration among 10 habitats having 

10 SIVs in each habitat). For Graded Emigration in a 

population of 10 habitats having 10 SIVs in each habitat 

following steps are required to be followed: 

1. Sort habitats in ascending order to their fitness values. 

2. The last poor habitat constitute a new habitat in the ratio of  

    4:3:2:1 to replace the poorest in the population. 

3. Next to the poorest is contributed by 90% by first, second,  

    third and fourth best habitats in the 4:3:2:0. 

4. Subsequently, the other poorer habitats partially modified  

    by the better habitats as per the matrix given in the 

    Algorithm 6. 

For 20 or 30 habitats the algorithm may be extended by 

doubling or triplicating the rows of the matrix X. Furthur 

modified clear duplicate opertor is integrated here to increase 

the exploration ability and thereafter named as GE-EBBO.  

IV. Benchmark Functions 

There are many benchmark functions [50, 44] which are 

commonly used to critically test the performance of numeric 

optimization algorithms. These functions are chosen because 

of their particularities, which render their optimization 

difficulties. These comprise (a) multi-modality (b) deceptive 

gradient information (c) the curse of dimensionality. There are 

many benchmark test functions like a few of them listed in 

Table 1 and used in this paper to validate and compare the 

concept of GE with other variants.  

 

 
 

Table 1. Benchmark Testbed for various Stochastic 

Algorithms. 

 

Dejong/Sphere function is very simple and any algorithm 

capable of numeric optimization should solve it without any 

problem. It is unimodal function, with global minima located 

at  x = (0, . . . , 0), with f(x) = 0.  

Ackley is a multimodal function with many local optima, 

however global minimum is f(x) = 0, is located at x = (0, . . . , 

0). This function is difficult because optimization algorithms 

can easily be trapped in a local minima on it’s way to the 

global minimization. 

Griewank function is strongly multimodal function with 

significant interaction among its variables, caused by the 

product term. This function has the interesting property that 

the number of local minima increases with dimensionality. 

The 

global minimum, x = (100, 100, . . . , 100), yields a function 

value f(x) = 0. 

Rastrigin is a multimodal version of the spherical function, 

characterized by deep local minima arranged as sinusoidal 

bumps. The global minimum f(x) = 0, is located at x = (0, . . . , 

0). 

Rosenbrock function variables are strongly dependent and 

gradient information often misleads algorithms. It’s global 

minimum of f(x) = 0 is located at x = (1, . . . , 1). 

 

 
 

V. Antenna Design Parameters 

Yagi-Uda antenna consists of three types of wire elements: (a) 

Reflector–biggest among all and is responsible for blocking 

radiations in one direction. The reflector element is about 5 

percent is longer than the feeder element. There is typically 

only one reflector, adding more reflectors improves 

performance very slightly. This element is important in 

determining the front-to-back ratio of the antenna. (b) 

Feeder–which is fed with the signal from transmission line to 

be transmitted. There is usually just one driven element. A 

dipole driven element will be resonant when its electrical 

length is half of the wavelength of the frequency applied to its 

feed point. and (c) Directors–these are usually more then one 

in number and responsible for unidirectional radiations. The 

lengths of directors reduces in the direction of radiations and 

depends upon the director spacing, the number of directors 

used in the antenna, the desired pattern, pattern bandwidth and 
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element diameter. Figure 5 depicts a typical six-wire 

Yagi-Uda antenna where all wires are placed parallel to x-axis 

and along 

y-axis. Middle segment of the reflector element is placed at 

origin, x = y = z = 0, and excitation is applied to the middle 

segment of the feeder element. An incoming field sets up 

resonant currents on all the antenna elements which reradiate 

signals. These re-radiated fields are then picked up by the 

feeder element, that leads to total current induced in the feeder 

equivalent to combination of the direct field input and the 

re-radiated contributions from the director and reflector 

elements. 

 

 
Figure 5. Radiation Pattern of atypical 6-wire Yagi-Uda 

Antenna 

 

The radiation or antenna pattern describes the relative strength 

of radiated field in various directions from the antenna at a 

constant distance. The radiation pattern is also called 

reception pattern as well, since it also describes the receiving 

properties of the antenna. The radiation pattern is 

three-dimensional, however, usually the measured radiation 

patterns are a two dimensional slice of the three-dimensional 

pattern in the horizontal and vertical planes. These pattern 

measurements are presented in either a rectangular or a polar 

format. A polar format of the gain versus orientation 

(radiation pattern) is useful when characterizing antennas. 

Some other important features of antenna that appears on plot 

are: 

 

1. Forward Gain: Forward gain is the ability of an antenna to 

focus energy in a particular direction while 

transmitting/receiving energy better to/from a particular 

direction. To determine the gain or directivity of an antenna, a 

reference antenna is used to compare antenna performance. 

Forward gain is expressed in decibel (dB) relative to an 

isotropic source or a standard dipole in direction of maximum 

gain. Typically, higher the gain, more the efficient antenna 

performance and longer the range of the antenna will operate. 

Radiation pattern of a typical six-elements Yagi-Uda antenna 

is depicted in Figure 5. 

2. Front to Back ratio: The Front to Back ratio is used in 

describing directional radiation patterns for antennas. If an 

antenna radiates maximum in one direction, the F/B ratio is 

the ratio of the gain in the maximum direction to that in the 

opposite direction (180 degrees from the specified maximum 

direction) ans is also expressed in dB. 

3. Beamwidth: Beamwidth is the angle between directions 

where the power is half the value at the direction of maximum 

gain which is -3dB. It gives the measure of directivity of 

antenna 

4. Sidelobes: Antenna is not able to radiate all the energy in 

one preferred direction because some part of energy is 

inevitably radiated in other directions. Sidelobes are 

unwanted peaks in the gain at angles other than in forward 

direction, they reduce the amount of useful energy contained 

in the forward direction. The peaks are referred to as side 

lobes, as shown in Figure 5, and commonly specified in dB 

down from the main lobe. 

 

Other characteristics that do not appear on the polar plot but 

which are equally important are: 

1. Bandwidth: Bandwidth is the range of frequency over 

which the antenna exhibits acceptable characteristics. 

2. Radiative impedance: For an efficient transfer of energy, 

the radiative impedance of the antenna and transmission cable 

connecting them must be the same. Transceivers and their 

transmission lines are typically designed for 50Ω resistive 

impedance. If the antenna has an impedance different from 

50Ω then there is a mismatch and an impedance matching 

circuit is required to avoid signal loss. 

Designing a Yagi-Uda antenna involves determination of 

wire-lengths and wire-spacings in between to get maximum 

gain, desired impedance and minimum SLL at an arbitrary 

frequency of operation. An antenna with N elements requires 

2N - 1 parameters, i.e., N wire lengths and N – 1 spacings, that 

are to be determined. These 2N - 1 parameters, collectively, 

are represented as a string vector referred as a habitat in BBO 

or particle in PSO given as (8). 

 

             H = [L1,L2, . . . ,LN, S1, S2, . . . , SN-1 ]                       (8) 

 

where Ls are the lengths and Ss are the spacing of antenna 

elements. 

VI. Simulation Results and Discussions 

Simulation results by testing with benchmark functions and its 

convergence performance on Yagi-Uda antenna is explained 

in the following subsections: 

 

A.  Testing with Benchmark Functions 

A testbed of benchmark functions is used to test the proposed 

algorithm of GE-EBBO and compared with the results of 

other migration variants of BBO are tabulated in Table 2. 

 

To provide similar platform for comparitive study parameters 

used are: 

1. Population size: 20 

2. Number of SIV’s: 10 

3. Search space of f(x) : -2 ≤ x ≤ 2 

4. Number of Iterations: 10000 

    5. Number of Monte-Carlo simulations per experiment: 10 

 

In Figure 6, 7 GE-EBBO optimizes faster as compared to 

other stochastic algorithms. EBBO gives poor results 

followed by IRBBO, BBO and Blended. 

In Figure 8, GE-EBBO and EBBO gives almost same results. 

Initially, EBBO converges faster. But with increase in 

iterations, GE-EBBO performs almost equal to EBBO. 
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In Figure 9, Initially, GE-EBBO converges slowly than other 

algorithms. But with increase in number of iterations, 

GEEBBO performs better than all other algorithms. 

 

 
Figure 6. Performance of various Stochastic Algorithms 

using Ackley 

 

 
Figure 7. Performance of various Stochastic Algorithms 

using Dejong 

 

In Figure 10, At initial stage GE-EBBO does not perform upto 

mark but with increase in iterations at 3000-4000 the 

performance increases and approaches almost to the 

performance of IRBBO which gives best results. 

Figures 6, 7, 8, 9 concluded that GE-EBBO outperforms all 

other algorithms. Average of 10 Monte Carlo simulations runs 

is depicted in Table 2. Here the minimization approach has 

been taken by taking the overall average of all test functions. 

 

B. Convergence Performance for Yagi-Uda Antenna 

Six-wire Yagi-Uda antenna designs are optimized for gain 

using BBO, EBBO, PSO and GE-EBBO algorithms are 

investigated. Average of 10 monte-carlo evolutionary runs for 

each algorithm are plotted here for investigation in Figure 11. 

The C++ programming platform is used for coding of 

optimization algorithms, whereas, a method of moments 

based software named as Numerical Electromagnetics Code 

(NEC) [51] is used for evaluation of antenna designs. Each 

potential solution in BBO is encoded as vector with 11 SIVs 

as given by equation (8) and shown in Figure 5. The universe 

of discourse for the search of optimum values of wire lengths 

and wire spacings are fixed at 0.40λ - 0.50λ and 0.10λ  - 0.45λ, 

respectively, however, cross sectional radius and segment 

sizes are kept same for all elements, i.e., 0.003397λ and 0.1λ 

respectively, where λ is the wavelength corresponding to 

frequency of operation, i.e, 300 MHz. Excitation is applied to 

the middle segment of driven element and location of middle 

segment of the reflector element is always kept at x = 0. 

 

 

 
Figure 8. Performance of various Stochastic Algorithms 

using Griewank 

 

 

 
Figure 9. Performance of various Stochastic Algorithms 

using Rastrigin 

 

 
Figure 10. Performance of various Stochastic Algorithms 

using Rosenbrock 

 

 
 

Table 2. Result obtained by testing on Benchmark Testbed  
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The parameters used in experiments are: 

1. No. of Habitats or population: NP = 30 

2. Generations: 50 

3. No. of SIVs per habitat: 11 

4. Mutation range: ±1% 

5. Maximum migration rates E = 1 and I = 1 

 

 
Figure 11.  Convergence Performance of BBO, EBBO, 

GE-EBBO and PSO 

 

Here, mutation range is the percentage of SIV’s that adds to 

the randomly selected SIVs to increase the exploration of 

search space. Typically, the best antenna designs obtained 

during process of optimization are tabulated in Table 3. Figure 

11 concludes that GE-EBBO is performing best among all 

optimization algorithms. Though EBBO converges faster than 

BBO, but performs in comparison to PSO. 

The reason for GE-EBBO’s best performance is the 

exploitation on less fit habitats, whereas less exploitation on 

high fit habitats and then the modified clear duplicate operator 

is furthur integrated to increase the diversity. 

 

 

 
 

Table 3. The Best Results obtained during Gain Optimization 

 

VII. Conclusions and Future Scope 

In this paper, Experimental Analysis shows that GE-EBBO 

gives comparitively better results than various stochastic 

algorithms discussed here, when applied on testbed of 

benchmark functions and to optimize six-element Yagi-Uda 

antenna designs for gain maximization. GE-EBBO solves the 

global optimization problem with faster convergence rate 

because of high exploitation and performs better. Reasons for 

poor performance of PSO include use of global best PSO 

model where each particle learns from every other and gbest. 

This may lead to be trapped into local optima. Our future 

agenda is to apply GE-EBBO on various real time 

applications 

and to investigate it’s performance by influencing the 

population size and search space to get better results. It can 

also be explored for multi-objective optimization of different 

antenna as well. 
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