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Abstract. 

 
Botnet attacks are the new threat in the world of cyber security. In the last few years with 

the rapid growth of IoT based Technology and networking systems connecting large 

number of devices, attackers can deploy bots on the network and perform large scale 

cyber-attacks which can affect anything from millions of personal computers to large 

scale organizations. Hence, there is a necessity to implement countermeasures to over- 

come botnet attacks. In this paper, three hybrid models are proposed which are developed 

by integrating multiple machine learning algorithms like Random Forest (RF), Support 

Vector Machine (SVM), Naive Bayes (NB), K-Nearest Neighbor (KNN) and Linear Re- 

gression (LR). According to our experimental analysis, the RF-SVM has the highest ac- 

curacy (85.34%) followed by RF-NB-K-NN (83.36%) and RF-KNN-LR (79.56%). 
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1 Introduction 
 

The process in which multiple devices are connected via internet and run an automat- 

ed script for malicious intentions is called Botnet Attacks. In this kind of attack, the 

automated script is executed which designed to run without the knowledge of the 

owner of the device. Such a script is called a bot. With the advent of the Internet of 

Things, this is one of the most threatening concerns in the 21
st
 Century. In the current 

situation, small devices like Google’s Alexa and smart baby monitors are utilized to 

create a large- scale Botnet to perform Massive Distributed Denial of Service Attacks 

(DDoS). The attacks are performed by connecting thousands of IoT based devices and 

utilize them for targeting large scale IT systems, for example, Domain Servers and 

Cloud Servers. The major issue in this attack is that it is difficult to identify the source 

of the attack due to the integration of different devices in the network. 

To build a ‘botnet’ or ‘bot-network’, ‘bot-masters’ need as many infected online de- 

vices or “bots” under their command as possible. The more bots are connected, the 

denser the botnet and the impact is huge. Bots are designed to infect millions of de- 
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vices. Bot herders often deploy botnets onto computers through a Trojan horse virus. 

The basic strategy requires users to infect their own systems by opening email at- 

tachments, clicking on malicious pop up ads, or downloading dangerous software 

from a website. After being infected, botnets are free to access and  modify any kind 

of information within the system, such as personal information. The complexity is 

added and they are ready to attack other computers, and commit other crimes. Com- 

plex botnets can even self-propagate; finding and infecting devices automatically. 

Such autonomous bots carry out seek-and-infect missions, constantly searching the 

web for vulnerable internet-connected devices lacking operating system updates or 

antivirus software. Botnets are difficult to detect. They utilize only small amounts of 

computing power to avoid disrupting normal device functions and alerting the user. 

More advanced botnets are even designed to update their behavior to thwart detection 

by cybersecurity software. Users are unaware that their connected device is being 

controlled by cyber criminals. In addition, botnet design continues to evolve, creating 

newer versions harder to detect by the users. 

 
The rest of the paper is organized as follows: Section 2 discusses the related work. 

Section 3 specifies the three proposed models developed for identifying botnet at- 

tacks. Section 4 summarizes the results and section 5 concludes the work. 

 

 
2 Related Work 

 
The detection of botnet attacks has been in research for many years. In this paper[1], 

Adam J. Aviv and Andreas Haeberlen examined the challenges faced during evalua- 

tion of botnet detection systems. Most of the challenges arise due to difficulties in 

obtaining and sharing diverse sets of real network traces, as well as determining a 

botnet ground truth in such traces. To tackle the problem of traffic classification, 

Szabó et al [4] and his team devised a validation method for characterizing the accu- 

racy and completeness of traffic classification algorithms. The important advantages 

of this technique is that it is based on realistic traffic mixtures, and it enables a high 

automation and reliable validation of traffic classification. To curb the threat of the 

botnet attacks, Matija Stevanovic and Jens Myrup Pedersen [20] presented a paper on 

contemporary botnet detection methods which utilize machine learning algorithms to 

identify botnet-related traffic. In this section, a comparison of existing detection 

methods are analyzed by comparing their characteristics, performances, and limita- 

tions. Finally, the study is concluded by showing the limitations and challenges of 

utilizing machine learning for identifying botnet traffic. In another study by Ping 

Wang and his team [8] developed a honeypot detection system. Since attackers could 

detect honeypots in their botnets by detecting whether the machines in a botnet can 

successfully send unmodified malicious traffic.. Thus a honeypot detection technique 

is utilized in both centralized botnets and Peer-to-Peer (P2P) structured botnets using 

basic detection principle. Experiments show that current standard honeypots and hon- 

eynet programs are vulnerable to the proposed honeypot detection techniques. 
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Different botnet identification techniques in the literature are discussed in this section. 

Bertino. E and N.Islam identified various botnets like Liux, Dariloz Worm and Mirai 

which resulted in an DDoS attack. An Intrusion Prevention System (IPS) was de- 

ployed in the network (Routers, Gateways) to monitor the traffic. R.Hallman et al 

[17] detected Mirai botnet which caused DDoS attacks depending on the operational 

steps of the malware. M.Ozcelik et al [18] also detected Mirai botnet which propagat- 

ed itself through scanning. The Mirai botnet infected the IoT devices. However, the 

botnets were detected by dynamic updating of flow rules where in the deployment 

level was called as “thin fog” and data from emulated IoT nodes and simulated net- 

work. D.H.Summerville et al [7] detected the malware by deep packet anomaly detec- 

tion at the host level with two real devices. Pa et al [6] detected the DDoS attacks by 

implementing a honeypot to collect and analyze data at the host and network level on 

real dataH.Slot Edjelmaci [19] identified the routing attacks namely sink hole and 

selective forwarding. The authors utilized hybrid and signature based anomaly detec- 

tion at the host level on simulated data. Bostani and Sheikhan [1] developed a specifi- 

cation based anomaly detection deployed at the network level within routers and route 

nodes and tested on simulation data. Midi.D et al [15] detected ICMP flood, replica- 

tion worm-hole, TCP SYN flood, HELLO jamming, data modification and selective 

flooding. Knowledge driven anomaly detection was developed by the authors at net- 

work level on real devices and simulated data. S.Raza et al[9] identified routing at- 

tacks like spoofed or altered information sinkhole and selective forwarding. 

 
A signature based anomaly detection technique was utilized on the simulation data at 

the border router and hosts. Butun et al [5] presented the challenges and opportunities 

in anomaly detection for IoT and cloud. The authors introduced the prominent fea- 

tures and application fields of IoT and Cloud. In addition, the authors also discussed 

security and privacy risks to personal information and finally focused on solutions 

from anomaly detection perspective. Zhao et al[3] proposed a new approach to identi- 

fy botnets based on traffic behavior analysis using machine learning techniques. The 

classification is done on regular time intervals. Elisa and Nayeem [16] identified the 

distributed denial-of-service attacks and implemented scalable security solutions op- 

timized for the IoT ecosystem. In spite of the anomaly-based approach's appeal [2], 

the industry generally favors signature-based detection for mainstream implementa- 

tion of intrusion-detection systems. While a variety of anomaly-detection techniques 

have been proposed, adequate comparison of these methods' strengths and limitations 

that can lead to potential commercial application is difficult. 

In the below section, we discuss some guidelines for defending against general 

honeypot-aware attacks. With the advent of the Internet of Things (IoT) Technology, 

botnet attacks have become easier and deadlier to networks and computer systems. 

Rohan Doshi et al., [10] demonstrated how IoT based systems can work as a botnet 

network to perform DDoS attacks. To protect from such attacks, his team demonstrat- 

ed that using IoT-specific network behaviors to perform feature selection, DDoS can 

be detected in IoT network traffic with a high accuracy. The authors utilized machine 

learning algorithms, including neural networks to detect such attacks. Nazrul Hoque et 
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al., [12] analyzed how DDoS attacks are built, performed, and executed. Another kind 

of Botnet Attack, called the HTTP botnet attack has been a popular research study. 

Rudy Fadhlee and Mohd Dollah [11] proposed to utilize machine learning classifiers 

to detect HTTP botnets. The authors achieved an accuracy of 92.93%. Nowa days,  

the mobile devices have wireless carriers, capable of transmitting any kind of infor- 

mation via multiple mediums (Bluetooth, Wi-Fi, Infrared). Shahid Anwar et al., [13] 

discusses about how mobile devices can be used to create a botnet and perform mali- 

cious activities. The authors conducted research on devices which had Android as 

their Operating System. While researchers have utilizing algorithms like Naïve Bayes 

and Decision trees [14], further studies are explored in the domain of deep learning 

where Neural Networks can be trained to detect and identify botnets. Hayretdin Bahşi 

et al[14] used deep learning algorithms to study how neural networks can be utilized 

to detect and stop botnet attacks. One of the techniques used by the authors is Dimen- 

sionality Reduction. 

 

3. Proposed Model 

 
3.1 RF-SVM Model 

 
The first hybrid model, which is developed by integrating Random Forest and  SVM 

is shown in figure 1. The RF model will be used to train the dataset by dividing into 

multiple units wherein each subunit is bagged to obtain the final decision unit. Every 

subunit of RF is reclassified by the SVM Classifier to increase the accuracy of the 

model. A bagging is performed to merge the results of SVM and RF. The motivation 

to choose these algorithms for building a hybridized model is that from our analysis, 

the individual classifiers namely the SVM classifier and the Random Forest model 

resulted in a higher accuracy F-measure, and precision compared to other supervised 

classifiers. The dataset is imported and stored in a table format. Before the data is split 

into training and testing datasets, a pre-processing operation is performed to identify 

which features are suitable for generating the model. The Correlation Matrix Feature 

Selection method is utilized to identify features having a positive correlation with the 

class value. The records are selected randomly from the table to split further into 

training and testing data. The training labels for training data i.e., the features which 

were selected in the previous pre-processing procedure. The training labels and the 

training data are used to train the RF classifier. In the RF classifier, the bagging pro- 

cess breaks the training data into multiple units which are basically multiple decision 

trees. These ‘units', are further broken down into multiple subunits, where the SVM 

classifier is deployed on each of the ‘sub-units'. The sub-units are then used to train 

the SVM classifier. The SVM Classifier has three stages; Feature Extraction, Feature 

Selection and Classification. Once the SVM classifies each of the subunits, a voting 

technique is used to perform a decision. The decision is based on majority rule. The 

class value which has the highest vote will be the result of the ‘Decision Fusion’ from 

the SVM Classifier. This is the output of one single unit of the Random Forest Classi- 

fier. The ‘Final Decision Output’ is also based on the Majority Rule. The class value 
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which has the highest number of votes among the units will be the result of the final 

decision unit. Finally, from the ‘Output Unit’, the RF-SVM Hybrid model is trained 

and can be tested using test data. The trained RF-SVM hybrid model is utilized to 

predict the accuracy, precision and F1 values on the testing data. 

 

3.2 RF-NB-KNN Model 

 

Another hybrid model is developed is by integrating Random Forest, Naive Bayes and 

KNN, for detecting botnet attacks in the network. The proposed model is shown in 

figure 2. The RF model will be used to train the dataset by dividing into multiple units 

wherein each subunit is bagged to obtain the final decision unit. Every subunit of RF 

is reclassified by the Naive Bayes and k-NN Classifier to increase the accuracy of the 

model. A bagging is performed to merge the results of the base learners (Naive Bayes 

and k-NN) and RF. The motivation to select these algorithms for building a hybrid- 

ized model is in our analysis is that the individual classifiers namely the k-NN, Naïve 

Bayes classifier and the Random Forest model resulted in a higher accuracy, F- 

measure, and precision. The entire process of preprocessing and feature selection is 

similar to the above model. The training labels and the training data are used to train 

the RF classifier. In the RF classifier, the bagging process breaks the training data into 

multiple units which are basically multiple decision trees. These ‘units', are further 

broken down into multiple subunits, where the Naive Bayes classifier is utilized on 

each of the ‘sub-units'. 

 

3.3 RF-KNN-LR Model 

 

The third novel hybrid model is developed by integrating Random Forest, KNN, and 

Linear Regression for detecting botnet attacks in the network. The proposed model is 

shown in figure 3. Similar to the previous models, RF model will be used to train the 

dataset by dividing into multiple units wherein each subunit is bagged to obtain the 

final decision unit. Every subunit of RF is reclassified by the k-NN and Linear Re- 

gression Classifier to increase the accuracy of the model. A bagging is performed to 

merge the results of the base learners (k-NN and linear regression) and RF. The rea- 

son to choose these algorithms for building a hybridized model is from our analysis, 

the individual classifiers namely the k-NN, linear regression classifier and the Ran- 

dom Forest model resulted in a higher accuracy, F-measure, and precision. The pre- 

processing and feature selection process remains same as in the earlier models. The 

training labels and the training data are used to train the RF classifier. In the RF clas- 

sifier, the bagging process breaks the training data into multiple units which are basi- 

cally multiple decision trees. These ‘units', are further broken down into multiple 

subunits, where we use the naïve bayes classifier on each of the ‘sub-units'. The sub- 

units are then used to train the linear regression classifier. Within the process of the 

linear regression Classifier, we run the training dataset through a k-NN classifier to 

segregate the packet information based on whether it is a botnet or not. If it is a bot- 

net, it will be further classified under the botnet attack category. In addition, the linear 

regression classifies the set of packets under the category of botnets and uses a voting 

technique to obtain a decision. The decision is based on whether it has been classified 

as a botnet or not. The class value which is the botnet category will become the output 
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of the ‘Decision Fusion’ from the linear regression-k-NN classifier. This is the output 

of one single unit of the Random Forest classifier. The ‘Final Decision Output’ counts 

the type of botnets identified and tags the packets which look suspicious or malicious. 

 

 
 

Figure 1: Proposed RF-SVM Model 

 

Figure 2: Proposed RF-NB-KNN Model 
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Figure 3: Proposed RF-KNN-LR Model 

 

4 Experimental Results 

4.1 Dataset 

 
The dataset used to perform the comparative analysis of the hybrid algorithms is the 

ISCX 2012 dataset. The features used in this dataset are Time, Source, Destination, Protocol, 

length and Info. Here, Source and Destination show the IP Address. Time specifies the time 

taken by the packets to be transmitted. The type of protocol used to transmit data is specified in 

the protocol attribute. Info shows the information passed by the packets. The dataset consists 

of 5,114,514 packets out of which 80% of these packets are used for training and 20% 

is used for testing. This dataset has been generated in a physical testbed implementa- 

tion using real devices that generate network traffic with all the standard protocols. 

Table 1 shows the different categories of botnets in the dataset. 

4.2 Comparative Study 

 
Table 2 shows the performance of the hybrid algorithms with regard to various met- 

rics such as Accuracy, Precision, F1, Area under the Curve (AUC) and Classification 

Error. The metrics are calculated as follows: 

 

 

𝐴𝑐𝑐 = 

 

𝑇𝑃 + 𝑇𝑁 
 

 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 

 

− − − − − (1) 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(P) = 
𝑇𝑃 

 
 

𝑇𝑃 + 𝐹𝑃 

 

− − − − − − − (2) 

 

 

𝑅𝑒𝑐𝑎𝑙𝑙(R) = 
𝑇𝑃 

 
 

𝑇𝑃 + 𝐹𝑁 

 

− − − − − − − − − (3) 
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𝐹1 = 
2 ∗ 𝑃 ∗ 𝑅 

 
 

𝑃 + 𝑅 

 

− − − − − (4) 

 

𝐶𝑙𝑎𝑠𝑠𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑒𝑟r𝑜𝑟 = 100 − 𝐴𝑐𝑐 − − − −(5) 
 

Where, TP, --TN, FP and FN denote true Positives, True Negatives, False positives 

and False Negatives respectively. From table 2, it is inferred that RF-SVM has the 

highest Accuracy with the value of 85.34% followed by RF-Naive Bayes-K-NN with 

an accuracy of 83.36% and RF-k-NN-Linear Regression with an accuracy of 79.56%. 

In terms of Precision, the highest value of 82.78% is obtained by RF-SVM, while the 

lowest value is 74.35% is obtained in RF-KNN-LR. RF-Naive Bayes-KNN has the 

highest value for F1 with a value of 80.45% while the RF-SVM has the lowest value 

of 73.56%. Highest value for AUC is given by RF-SVM technique with 84.35%, 

while the RF-Naïve Bayes-KNN method resulted in 81.56% and RF-KNN-LR ob- 

tained a value of 20.44%. Finally, in terms of Classification Error, RF-SVM has the 

least classification error. Figure 7 shows the comparison of various performance met- 

rics namely accuracy, precision, F1, AUC and classification error. 

 
Table 1: Categories of Botnet in the Dataset 

 
Botnet Name Protocol No.of Packets Percentage 

Neris IRC 21159 12 

Rbot IRC 39316 22 

Virut HTT 1638 0.94 

NSIS P2P 4336 2.48 

SMTP Spam 11296 6.48 

Spam Zeus P2P 31 0.01 

Zeus Control C&C 20 0.01 

 
Table 2: Performance Comparison of various Hybrid Algorithms 

 

 

Performance Met- 

rics 

RF-SVM 

(In Percentage) 

RF-Naive Bayes- 

KNN 

(In Percentage) 

RF-KNN-LR 

(In Percentage) 

Accuracy 85.3 83.36 79.56 

Precision 82.7 80.45 74.35 

F1 73.5 76.67 74.67 

Classification 

Error 

14.66 16.64 20.44 
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5 Conclusion 

A serious issue in the domain of internet is there are no security measures to identify 

the botnets which can send malicious packets or script and enter in to the users sys- 

tem. In this paper, three hybrid models have been proposed and developed namely 

RF-SVM, RF-NB-KNN and RF-KNN-LR. The various performance metrics analyzed 

are classification accuracy, error, AUC, precision and recall. Among all the three 

models analyzed, RF-SVM proves to be superior in majority of the metrics namely 

accuracy, precision, AUC and Classification error. Thus RF-SVM outweighs the other 

models. The ensemble models prove to be better in comparison to single classifiers 

Hence, an integration of supervised classifiers are chosen for achieving better perfor- 

mance. 
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